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Ricardians…

• (early) 1990s - Digicash doing eCash as currency


• 1995 - Gary Howland and I did “every other instrument”


• MVP - bonds - as unregulated space





What’s a bond?
• face, periods, coupons, text…


• could put these params into a database?


• today:  DSLs, formal models (e.g. VeriSolid) 

• but, people!  kept changing the text



But!
• legally, a bond is a contract… and People!


• every bond is slightly different…


• modelling and abstraction isn’t sufficient



so…

• flip the problem upside down


• if we can’t beat them, join them


• bend the tech to work for the wordsmiths


• place the programmers in 2nd tier



prose inspired by people



Markup inspired by HTML 
• HTML inspired markup


• but done with INI



PGP 
cleartext 
signature 
inspired:



–The Ricardian Contract

“A Ricardian Contract can be defined as a single 
document that is 

a) a contract offered by an issuer to holders, 
b) for a valuable right held by holders, 

and managed by the issuer, 
c) easily readable by people (like a contract on paper), 

d) readable by programs (parsable like a database), 
e) digitally signed, 

f) carries the keys and server information, and 
g) allied with a unique and secure identifier..” 



an early form of trust-enabling technology

• self-evident


• users can read what is supposed to happen


• software gets out its special params


• hash over document is strong


• spoofing impossible?


• the rule of one contract



To our surprise…

•Not everyone was happy! 

•Banks


•Bitcoin


• ICOs



(what is) Bitcoin (?)

• SN did not use the Ricardian Contract


• design exercise was different


• primarily a payment system


• gaming, e-gold, Liberty Reserve, etc


• under the threat of regulatory and banking censure



(what does) Bitcoin (say?)

• Bitcoin says less - no point of attack


• Information:  current accounting


• no future offering, no contract


• active price was sufficient info for payments


• Ricardian says more - no weakness in meaning



2 Debilitating exceptions

• 1/ Ricardians made your words stick


• Banks, ICOs didn’t want to be committed



• 2/ as soon as another ‘Bitcoin’ was added, had to 
describe it


• Bitcoin has the ONE, no ‘room’ for another


• disputes mean confusion, wars, forks



smart contracts
• term ‘smart contracts’ both empowering and deceptive


• small programs with properties:


• keeps running?


• can’t be interfered with?


• transparent?


• legally benign?


• not really true



• Riccy not trustless


• users believe the word of parties


• SC not trustless


• users hope it does what they think it should do


• it keeps running


• no hacks, no bugs, no forks



On the belief that…

• Users believe that…


• a (Ricardian) issuer is good for her word


• a (SmartContract) programmer has done a good job


• enable these beliefs, not hinder them



Hope & Belief

• How do users ensure their desired outcome?


• We don’t have the answer - yet


• maybe we’ve been here before



Digital Signing

• 1980s: telcos built concept of PKI - x500


• phone could receive emails, read them offline


• how would users know they were reliable?


• answer - give every household (phone) a certificate


• question: which came first, problem or solution?



looking for a problem

• graft old ‘certs’ into new (DH) SSL


• ==> SSL v2


• convince Netscape that MITMs were bad


• could also use ‘certs’ to replace the pen


• signing contracts -> courts -> laws -> lobbying



Why DigSigs failed?

• Digital signing was not of benefit to consumers


• hardware, crypto, software is impenetrable to user


• paper does a better job in a dispute


• millions of certs means revenue


• also means: liability's 



Liability at scale

• $1 * all the certs == broke


• $0 * all the certs == business model!


• CAs employed legal defences against liability


• Dumping all risk & liability on the users



And then Grandma loses 
her house

• The ‘Grandma loses her house’ test:


1. Grandma has cryptographic signing capability


2. She cryptographically signs some digital contract


3. Grandma loses her house


• Resolve by going to court?


• Resolve the untrust of the system?



Digital Signing failed…

• original PKI shared liabilities in b2b context


• Internet & digital signing PKI dumped liabilities


• CAs, certs & sigs hidden from users


• result: untrusted


• limited success where mandated/promoted by govt.



Who did users trust?

• Users trusted the browser


• or more accurately, the supplier of the browser…


• (might not be warranted …)



but, SSL…

• SSL worked because the software made users comply


• businesses easy victims to compliance threat


• compliance based design no barrier to phishing


• NB phishing is an identity verification failure


• aka Man in the Middle.



–George Santayana

“Those who do not remember 
the past are condemned to 

repeat it.” 



So what?

• digital signing is history


• are we condemned to repeat it?



DigSigs Smart
Contracts

impenetrable to consumers ✔ ✔
strong economics of zero liability ✔ ✔

financial upside to providers ✔ ✔
no clear benefit to consumers ✔ ?

user liability is unspecified, unlimited ✔ ?
mumble something trust something ✔ ✔

Belief, memes, crypto, this time it’s different TM ✔ ✔



It’s all about trust

• to go mainstream, need trust


• of individual users


• of ALL the users


• both failed with digital signing



on Trust

• What is Trust?


• And where does it come from?



a definition

“Alice trusts Bob” 



no good…

• more complicated:


• Skin in the game


• Alice must make a decision


• Within a context


• From past information



“When Alice trusts Bob, 
she chooses to take a risk 

on Bob’s actions 
in a limited context, 

based on her prior experiences, 
to gain some expected benefit” 



getting 
better…

• Trust is expensive


• every decision costs time & energy


• Trust is a repeating game


• need to invest in risky rounds to gain future rewards



Robots need not apply…

• Only people can trust


• robots follow their programming


• and trust applies to people


• people RELY on the machine


• they TRUST the owner



Voluntary

• Alice has to choose to make the decision


• Compliance is not trust


• Governments <—> citizens?



Breaking trust…

• If Bob breaks Alice’s trust:


• Fight, Flee, or Follow


• Fight:  bury her trust model deeper


• Flee:  lose the deal


• Follow:  lose/merge her identity



Heisenbergian

• If we know what Alice’s trust model is, we ‘own’ her


• If she knows we know, she breaks her own model…


• and reforms it:  deeper, harder, more guarded.


• Trust is integral to Identity



Where did this come from?

• A baby is born…



–Bob Hettinga, “A Geodesic Society?” 1998

“Humans first lived in small groups on the 
African savanna. An artifact of this life is the 

fact that most people can't have serious 
emotional relationships with more than about 

12 people, depending on how you define 
serious. :-). Think of it as the carrying capacity 

of the human 'switch', and things get 
interesting. These small groups communicated 

geodesically. When you wanted to talk to 
someone, you went up and talked to them.” 



–Bob Hettinga, “A Geodesic Society?” 1998

“Then we developed agriculture and its 
resulting food surpluses, people tended to 

congregate at the crossroads of trade routes, 
and that's where the first cities began. 

Civilization means, literally, 'life in cities', 
remember? Once we had large groups of 
people in a single place, we had lots of 

information to pass around, but we also had 
expensive humans 'switching' that 

information who were only able to trust about 
12 people at any time. ….” 



Trust & Relationships

• Trust evolved to manage relationships


• Relationships evolved to manage tasks & society


• this was a very expensive mechanism



Dunbar’s number

• Grooming relationships in primates


• brain size of primate


• Humans:  around 150 relationships


• (which is a lot)



getting harder…

• 150 * Expensive == VERY expensive


• a new born baby has very large and very empty brain


• Psychology:  about 16 years to fill out the identity


• Childhood:  training for trust



no light thing
• you can’t turn it off


• you can’t program it


• you can’t feature request it


• you can’t remove it, or add to it


• And, you can’t avoid it!



Trustlessness

• at best, a myth


• at worst, bankruptcy in human thinking



brains are wired

• For trust.


• Trust is more a constant than technology


• Improve the tech, move trust to a higher level


• you can no more remove trust than you can avoid the first 
16 years of your life.



Where did all the Trust go?



add the people



take away the tech…



Add the trust!



turn Trust into Liability



Choices in Liability

• choices


1. zero liability


2. some liability


3. all the liability



All

• $10k per smart contract


• $100m for a disaster


• “doesn’t scale” 😊



Zero

• publish as open source


• issue under MIT style licence


• no benefit to author == gift not contract


• be anonymous (keynote by Neha Narula)



Some liability
• contract for work


• Ricardian


• share the risk


• insurance


• standards


• independent verification



Consequences of Trust

• Productive business & users need trust


• They can’t turn it off


• No mainstream adoption until trusted


• Is the goal more trust or less trust?


• will be tested by regulators/courts/law



“Trust me, I’m a financial cryptographer.” 
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